
Introduction Methods
The aim of this study is to investigate the 
effect of preprocessing decisions on the 
performance of decoding algorithms 
using multiverse preprocessing. 
EEG decoding leverages the h igh 
dimensionality of data corresponding to 
specific cognitive processes to provide 
insights into how neural representations of 
categories differ or evolve over time1.
In multiverse preprocessing, pipelines are 
systemically varied, and the outcomes are 
compared between forking paths2. Using 
multiverse preprocessing, it has already 
been shown how single data preprocessing 
decisions impact ERP amplitude and 
latency2,3. The findings provide insights into 
the stability, generalisability, and influence of 
researchers' degrees of freedom on the 
outcomes of downstream analyses. 
Here, we investigate the impact of 
preprocessing choices onto decoding 
accuracy.

The open ERP CORE dataset was analysed4 
(40 participants, each 7 experiments).
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Results

Main effects of each processing choice on decoding accuracy. The changes are relative to the average decoding accuracy of each 
experiment. The majority of artifact correction steps resulted in a decrease in decoding accuracy.

A: For EEGNet, the optimal choice of filters and detrending method varied per experiment, with the N170 showing opposite influence of 
low-pass filter settings on decoding accuracy. In LRP, muscle artifacts are highly predictive. In N2pc, ocular artifacts are highly predictive.

B: For time-resolved decoding, the optimal processing paths were rather independent of the experiment.

Decoding accuracy of each forking path was calculated for 
each experiment and decoding model type, and then averaged 
across participants. All forking paths resulted in decoding 
accuracies above chance. The variability observed within each 
distribution can be attributed to the choice of the forking path.

Discussion
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Each experiment was preprocessed using 1,152 unique forking paths. 

If you interpret timing, relax the narrow 
filters.
If the time course of prediction is of interest, both 
low low-pass filter and high high-pass filter 
cutoffs will likely obscure temporal information6,7. 
As such, they should be used with caution.
If you interpret spatial features, correct for 
artifacts.
If the objective is to interpret spatial features, 
such as the topography of feature importance, 
artifact correction may still be conducted to avoid 
contamination with features from non-neural 
origin.

Leave EEG alone for plain decoding.
If the objective is to maximize decoding accuracy, 
particularly in BCI applications, minimal preprocessing 
proves beneficial since artifacts are systematic and 
predictive. Moreover, artifact correction also carries the risk 
of removing neuronal signals. However, narrow bandpass 
filters (e.g., 0.5 Hz to 6 Hz) increased decoding accuracy 
over most experiments and models.
Despite performance differences, decoding accuracies of all 
models were above chance level in these experiments, 
independent of the forking path. Only a few interactions 
between processing steps were consistently observed (not 
shown), such as between low-pass filter and muscle artifact 
correction, or between high-pass filter and detrending. 
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Two different approaches to binary classification were employed3,5.

Test accuracy was modelled as a function of analysis choices. 
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